Optimizing the DGS Web for Search Engines

DGS is using two conventional techniques to influence the indexing robots of search engines such as Google, Yahoo, MSN, and others.  One is the robots.txt file, which tells search bots what we don’t want indexed.  The second is the xml sitemap file, which tells search bots what we do want indexed.  

robots.txt

This is the robots exclusion standard proposed in 1994.  While unofficial (there is no RFC), it is now widely observed by the well-behaved search bots.  The robots.txt file is merely a plain text file containing the name of the search engine (usually wild-carded) and which directories the webmaster would rather not have crawled and indexed.
The DGS robots.txt politely asks search engines to skip directories (this includes all children) without any meaningful content.  For example, it is pointless to index images, include files, scripts, and stylesheets.

xml sitemaps

Google introduced the idea of a robots inclusion standard with the Sitemap Protocol.  This has since matured to Sitemaps 0.9, and is supported by Google, Yahoo, MSN, Ask, and IBM (who 

jointly maintain the website containing the specification).  In the spring of 2007, Google organized a public sector initiative:  cooperation with government websites.  California is one of the states which agreed to participate.  One aspect of this participation is for California webmasters to maintain xml sitemaps on their web servers.

The xml sitemap is a list of URLs.  Search engines still crawl the website; the sitemap is a polite request that the bots also index the listed URLs.  The protocol includes optional fields for prioritizing pages on a site, listing the last-modified date, and indicating how often they expect to be updated.  Currently there are 24 sitemaps for the CMS internet servers (example:  the DGS main sitemap).
implementation in DGS

· Sitemaps must be updated as often as the DGS web changes.

· The best use of them would be for site owners to provide a ranked list of main pages in their sites.  We can invite them to do this ( ... but shouldn’t expect much).

· Without input from site owners, OTR can only generate lists of all reachable pages in a site, and skip the priority and change frequency parameters.  This is what we do now.
So on some regular schedule (currently monthly) we need the list of pages in each site.  The list must be converted to the protocol-specified xml, and then uploaded to the server web root (c:\Inetpub\wwwroot\).  Since our servers use multiple host headers, there is a little extra tweaking to conform to the protocol.  Finally, we need to formally notify the search engine that the sitemaps are available.  This would only have to be done as new sites come online, or old sites are removed.
Software

The CMS web pages are dynamically generated ... there are no flat files in a filesystem.  So we need a utility which can crawl a site starting with the home page.  [The Google Python script presumes flat files, and cannot crawl.  CMS can list all pages, but this would include works in progress, obsolete pages, and other pages we probably don’t want indexed.]
We have licensed a copy of Inspyder Sitemap Creator v.2.0.6 to crawl the websites and generate the xml.  This is automated to produce sitemaps on a schedule:  at midnight on the first of each month.  It sends an email reminder to web admin staff.  Files must then be manually copied to the web root of both CMS servers, since the servers do not have an FTP service.  
Further procedures

All the sitemaps must be copied to the web root - c:\Inetpub\wwwroot\ - for each CMS server. 

Because the CMS servers have multiple host headers, we must add a line in robots.txt for each host sitemap.  These are all the Sitemap:[URL] lines in the file.  This will only need to be modified for new sites added or old ones removed.
Notify the search engines
These need only be modified when new websites are added, or old ones removed.  DGS is currently listed with the following:
Google:  webmaster tools
MSN:  http://webmaster.live.com/  

Yahoo:  http://siteexplorer.search.yahoo.com/ 

The process is nearly identical for all search engine providers.  Log in as indicated above.  Supply the site URL, along with the filename for the corresponding xml sitemap.  The search engine provider will want you to prove you are the site owner.  They will provide a meta tag specific to your account.  You must add this tag to the site’s home page HTML (in CMS, this is done in the home page template).  Then the provider checks to see if the home page has the tag which they supplied.
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