	Availability %
	Downtime per year
	Downtime per month
	Downtime per week

	90% ("one nine")
	36.5 days
	72 hours
	16.8 hours

	95%
	18.25 days
	36 hours
	8.4 hours

	97%
	10.95 days
	21.6 hours
	5.04 hours

	98%
	7.30 days
	14.4 hours
	3.36 hours

	99% ("two nines")
	3.65 days
	7.20 hours
	1.68 hours

	99.5%
	1.83 days
	3.60 hours
	50.4 minutes

	99.8%
	17.52 hours
	86.23 minutes
	20.16 minutes

	99.9% ("three nines")
	8.76 hours
	43.8 minutes
	10.1 minutes

	99.95%
	4.38 hours
	21.56 minutes
	5.04 minutes

	99.99% ("four nines")
	52.56 minutes
	4.32 minutes
	1.01 minutes

	99.995%
	26.28 minutes
	2.16 minutes
	30.24 seconds

	99.999% ("five nines")
	5.26 minutes
	25.9 seconds
	6.05 seconds

	99.9999% ("six nines")
	31.5 seconds
	2.59 seconds
	0.605 seconds

	99.99999% ("seven nines")
	3.15 seconds
	0.259 seconds
	0.0605 seconds



Availability = (total time - down time) / total time. Where total time excludes agreed upon downtime (for maintenance). 



Uptime and availability are not synonymous. A system can be up, but not available, as in the case of a network outage.
Measurement and interpretation
Clearly, availability measurement is subject to some degree of interpretation. A system that has been up for 365 days in a non-leap year might have been eclipsed by a network failure that lasted for 9 hours during a peak usage period; the user community will see the system as unavailable, whereas the system administrator will claim 100% uptime. However, given the true definition of availability, the system will be approximately 99.9% available, or three nines (8751 hours of available time out of 8760 hours per non-leap year). Also, systems experiencing performance problems are often deemed partially or entirely unavailable by users, even when the systems are continuing to function. Similarly, unavailability of select application functions might go unnoticed by administrators yet be devastating to users — a true availability measure is holistic.
[bookmark: _GoBack]Availability must be measured to be determined, ideally with comprehensive monitoring tools ("instrumentation") that are themselves highly available. If there is a lack of instrumentation, systems supporting high volume transaction processing throughout the day and night, such as credit card processing systems or telephone switches, are often inherently better monitored, at least by the users themselves, than systems which experience periodic lulls in demand.
An alternative metric is mean time between failures (MTBF).

